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Abstract

The use of human hand as a natural interface de-
vice serves as a motivating force for research in the
modeling, analyzing and capturing of the motion of
articulated hand. Model-based hand motion captur-
ing can be formulated as a large nonlinear program-
ming problem, but this approach is plagued by local
minima. An alternative way is to use analysis-by-
synthesis by searching a huge space, but the results
are rough and the computation expensive. In this pa-
per, articulated hand motion is decoupled, a new two-
step iterative model-based algorithm is proposed to cap-
ture articulated human hand motion, and a proof of
convergence of this iterative algorithm is also given.
In our proposed work, the decoupled global hand mo-
tion and local finger motion are parameterized by 3D
hand pose and the state of the hand respectively. Hand
pose determination is formulated as a least median
of squares (LMS) problem rather than the non-robust
least squares (LS) problem, so that 3D hand pose can
be reliably calculated even if there are outliers. Lo-
cal finger motion is formulated as an inverse kine-
matics problem. A GA-based method is proposed to
find a sub-optimal solution of inverse kinematics ef-
fectively. Owur algorithm and the LS-based algorithm
are compared in several experiments. Both algorithms
converge when local finger motion between consecutive
frames is small. When large finger motion is present,
the LS-based method fails, but our algorithm can still
estimate the global and local finger motion well.

1 Introduction

In current virtual environment (VE) applications,
keyboards, mice, wands and joysticks are the most
popular controlling and navigating devices. However,
they are inconvenient and unnatural. The use of hand
gestures has become an important part of HCI in re-
cent years [1, 13]. In order to use the human hand as

a natural interface, some alternatives, such as glove-
based devices, are used to capture hand motion by
attaching some sensors to the hand to measure the
joint angles and the spatial positions of the hands di-
rectly. Unfortunately, such devices are expensive and
unnatural.

Non-invasive vision-based techniques offer promis-
ing alternatives to capture human hand motion with
affordable cameras. However, highly articulated hu-
man hand motion always presents complex rotation,
translation and self- occlusion, which make it very
hard to analyze.

Different methods have been proposed to analyze
human hand motion. One possible way is to use phys-
ical hand shape models [5] which emphasis the de-
formation of hand shape under the action of various
forces, with model motion governed by Newtonian dy-
namics. Another way to model shape deformation is
the statistical hand shape model [5], which learns the
deformation through a set of training examples. Mean
shape and modes of variation are found using PCA. A
hand shape is generated by adding a linear combina-
tion of some significant modes of variation to the mean
shape. However, accurate estimates of hand poses are
hard to obtain by these methods.

In the “analysis-by-synthesis” approach, geometri-
cal hand shape models are used to estimate the hand
configuration [8, 16]. Candidate 3D models are pro-
jected to the image plane and the best match is found
with respect to certain similarity measurement. Es-
sentially, it is a searching problem in very high di-
mensional space, which makes this approach compu-
tational intensive. If the 3D shape model is very pre-
cise, an accurate estimation can be obtained. How-
ever, those hand models are user- dependent. Rough
models can only give an approximate estimation. An-
other approach is to take advantage of kinematical
hand models [14, 10]. The hand can be modeled as



a stick figure and hand postures can be calculated by
deriving kinematical Jacobian [14]. The drawback of
this approach is that the optimization is often trapped
in local minima.

In this paper, a kinematical hand model is em-
ployed. Articulated hand motion is decoupled to its
global hand motion and local finger motion, in which
global motion is parameterized as the rotation and
translation of the palm, and local motion is param-
eterized as the state of hand. They are captured by
a robust pose determination algorithm and an inverse
kinematics algorithm, respectively, in a two-step iter-
ation. A convergence theorem is also given in this pa-
per. Least squares (LS) fitting method is non-robust
because single outliers can grossly bias estimates[15].
We use robust statistics to formulate hand pose deter-
mination problem as a least median of squares (LMS)
problem instead of a LS problem. The advantage is
that 3D hand pose can be reliably estimated even if
there are many outliers. The local finger motion is
formulated as an inverse kinematics problem. A GA-
based method is proposed to find a sub-optimal solu-
tion of the inverse kinematics problem effectively.

Section 2 of the paper describes the model em-
ployed. Section 3 decouples the articulated human
hand motion. A two-step iterative approach for cap-
turing articulated hand motion is proposed, and a con-
vergence theorem is given next. Then, a robust pose
determination algorithm and an efficient GA-based in-
verse kinematics algorithm are described. Section 4
presents the results of several experiments. Section 5
concludes the paper and outlines some future work.

2 Hand Modeling

As an approximation, the hand can be treated as
a set of 16 rigid sub-objects. The structure of hand
is defined by the dimension of each of the sub-object
and the kinematical relations among them. The hand
skeleton can be abstracted as a stick figure so that
the dimensions of each sub-object reduces to its link
length. Each finger can be modeled as a kinematical
chain with the palm as its base reference frame. The
name of each joint is also indicated in Figure 1.

Since each link is modeled in its local frame, coor-
dinate transformations should be found to transform
the model from its local frame to other frames, espe-
cially the base reference frame. Fingertips are like the
end-effectors of the kinematical chains, which can be
written as:

x" = H( Onmropaa)HY( Orrop)Hy( 0prp)HE( Oprp)x?
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Figure 1: Fingers are modeled by kinematical chains
(left). A generic free- form hand model used in this

paper (right)

where x? is the fingertip in the DIP frame, while x° is
the fingertip in the base frame. H is the coordinate
transformation which transforms frame i to frame j.
From equation 1, fingers present highly articulated lo-
cal motion which can be written as:

My, =My (6(t)) 2)

where 6 is the set of joint angles, and ¢ represents
time.

However, it is insufficient to treat the hand as
a set of kinematical chains. Some constraints such
as 0< Opcop < 900, —15° < Opepoaa <159 and
Oprp = % Oprp are also integrated in our generic
hand model. This generic model should be cali-
brated for different people to derive user-specific mod-
els. This step is done visually by warping the general
hand model to different persons with two images of
front view and side view.

3 Divide-and-Conquer Approach

Highly articulated human hand motion consists of
the global hand motion and the local finger motion,
which can be represented as M = M(Mg, M), where
M is the hand motion, Mg is the global motion and
M, is the local motion. The global hand motion that
presents large rotation and translation can be written
as Mg = M (R, T), where R and T are rotation and
translation respectively. The local hand motion can be
parameterized with a set of joint angles (or state of the
hand), M, = Mp,( 0) where 6 is the joint angle set.
Thus, the hand motion can be represented as:

M=M(R,T, 6) (3)
Hand features under motion can be represented as:
xY=M(R,T, 9)x™ 4)

where x% is a model point in the world reference
frame, and x™ is its coordinate in its local model



frame. Combining this with the projection model, we
have:

X = F(P(cam), M(R,T, 6), x™)  (5)

where X is the 2D projection of x", and F describes
the projection of the hand model under the articulated
motion. Specifically, x™ can be fingertips. In our
proposed work, the camera is calibrated so that P is
known.

Given a 3D hand model and the corresponding im-
age features, capturing of articulated hand motion can
be formulated as:

(R.T, 6)=arg min DX.F(MR.T. 6).x")
(

where D is a similarity measurement between the ob-
served image feature X and the projection of the 3D
model x™ under articulated motion M(R, T, 0).

The articulated hand motion can be treated as a
whole, in which all motion parameters are estimated at
the same time by nonlinear programming techniques
[14] or greedy search and ”analysis-by-synthesis” [8].
However, since the optimization space is huge, the
search is easily trapped in local minima. We propose a
divide-and-conquer approach, in which the global mo-
tion R, T is estimated by a robust pose determination
algorithm, and the local motion is estimated based on
the hand pose.
3.1 Two-step iterative algorithm

The human hand is a special articulated object, be-
cause the role of the fingers in motion is much differ-
ent from the palm. Based on the observation that
the global hand motion is represented by the posi-
tion and orientation of the palm, we define the global
hand motion as the exact pose of the palm. The local
hand motion is largely determined by the motion of
five fingers. Therefore, the problem of hand motion
capturing can be specifically formulated as:

(R, T, 0) =arg {gztirLe}D(X—PMg(R, T)M( 6)x™)

(7)
where Mg (R, T) is the global motion, My ( 6) is the
local finger motion, and perspective projection is ap-
proximated by scaled orthographic projection. Then,
it is possible to estimate Mg and M. The idea of
our approach is to use a robust 3D hand pose deter-
mination algorithm to estimate Mg and to use a fast
inverse kinematics algorithm to calculate My, in an it-
erative manner.

Given a specific local motion, we can define an op-
eration G( 6) to estimate the global motion such that:

(R,T) =G(0) =arg {ngt}e(R,T, o) (8

Given a global motion, an operation £L(R, T) is defined
to estimate the local motion such that:

0 =LR,T)=arg mgn e(R, T, 0) (9)
where e is an error measurement defined as:
e=¢(R, T, 0) =D(X -PMg(R, T)M( 0)x) (10)

We propose a two-step iterative algorithm to estimate
the global hand motion Mg and the local motion My,
for one time frame:

e Track 2D features I(t) at time ¢, using the previ-
ous hand model, H(t) = H(t—1) = H( 6(t—1)).
The features are detected and tracked by feature
tracking algorithm based on prediction from time
t—1.

e The iterative algorithm is applied to estimate the
global motion R(t), T(¢) and the hand state 6(¢)
at time ¢. Here, z¥ is used to represent z*(t) for
short.

1. Take motion parameters of time ¢ — 1 as ini-

tial values, i.e., R = R(t—1), T° = T(t—1),
6° = 6(t—1).

2. Estimate the global motion parameters at
the 2k-th iteration. (R2*,t2k) = G( 62F71),
i.e., keep the local motion of previous itera-
tion @*F~1,

3. Estimate the local motion parameters
6?1 = £(R2*,T2%), ie., hold the global
motion R?* T2?*¥ of the 2k-th iteration for
the (2k+1)-th iteration.

4. Terminate the iteration when the change in
error falls below a preset threshold. Then,
the estimation of R(t), T(t), and 6(t) are
obtained at time ¢.

e Update the 3D model H(t) = H(6(t)), then pro-
cess the next time frame.

A proof of convergence is given below. The ideas of
the two-step iterative algorithm are that the operation
G( 0) finds the best global motion given known local
motion, and the operation £(R,T) also find the best
hand state given known global motion.

Convergence Theorem: The two-step iterative
algorithm converges monotonically to a limit point
with respect to certain nonnegative error measurement
such as the mean square error.



Proof: We can suppose the error measurement to
be the mean square error w.l.g.:

N

) n

et = 5 D IIXi = PMa(R*, T My ( 65)x]"|]* (1)
i=1

Since 6%F = %1, apply the operation G to estimate
global motion at the 2k-th iteration.

(R%*,T%) = G( 6%71) = arg min e(R, T, 671)

(12)
so, the error of the 2k-th iteration is:

ek = e(RQk,T%, 0%71) = min e(R, T, 0%71)
{R,T}
(13)

Obviously, e** < e?~1. Then, the operation L is
applied to estimate local motion at the (2k+1)-th it-
eration:

92]6-‘1-1 — E(R2k,T2k) =arg T{Lg’l}?e(R2k,T2k, 0)

(14)
Since we keep the global motion (R2*+! T2k+1) —
(R2*,T?%), the error of the (2k+1)-th iteration is:

e = e(R?*, T2, 6°M1) = Tga}w(R%,T%, 0)

(15)
Obviously, e?*! < e?*. So, we have:

0§€2k+1 S62k§e2k_1 Yk (16)

Since the error measurement cannot be negative, the
lower bound occurs. Because the error sequence is
non-increasing and bounded below, this two-step it-
erative algorithm should converge to a limit point.
Furthermore, it can be shown that the algorithm con-
verges to a stationary point. Q.E.D.

Our divide-and-conquer approach has a lot of ad-
vantages over other methods treating hand motion as
a whole in which the optimization problem is always
hard to handle. In our decoupled problem, we have
many alternatives to deal with each sub-problem. In
this paper, a robust pose determination method is pro-
posed to act as the operation G( ) to estimate R and
T; and a simple but effective GA-based method acts
as the operation L(R,T) to estimate the hand state

# by solving the inverse kinematics problem.
3.2 Robust Pose Determination

From our motion capturing formulation, estimating
global motion M is similar to the fundamental 2D-
3D pose determination problem which is usually for-
mulated as a least squares (LS) optimization problem

[7, 4, 6], and pose parameters R and t are estimated
by:

{R,t

However, LS is known not to be a robust method, be-
cause it may break down even under only one outlier
[15]. And LS is only optimal under the assumption of
Gaussian noise. So, LS pose algorithms are not suit-
able for some practical applications because outliers
are hard to avoid and the Gaussian noise assumption
is hard to satisfy. In hand motion tracking, there are
two sources of outliers. First, detection of accurate
features cannot be guaranteed. Second, there are al-
ways some features that do not correspond to the de-
layed model. These features should be treated as out-
liers. If LS pose algorithms are used, the estimation
risks a greater chance of failure.

Two typical robust regression methods from robust
statistics [15, 3] are receiving attention in the com-
puter vision community [9, 17, 11]. One type is M- es-
timators based on maximum likelihood, and the other
is least median of squares (LMS). Different outlier
detection methods are associated with these robust
methods. However, M-estimators essentially are not a
robust approach [15]. So, we use LMS to estimate the
hand pose, i.e., R and t are estimated by:

minimize median ||X; — P(Rx; + T)||? (18)
{R,t, 0} i

)

N
mimm@i}zez IIX; — P(Rx; + T)||? (17)
? i=1

By this means, pose (R, T) can be estimated robustly
even if up to half of the data are outliers. This method
can still give an accurate estimation when the observed
image features are noisy. We use N feature points
distributed around the fingertips, joints and the palm.
Suppose 3D pose can be estimated with a minimum
of p points. The least median is approximated using a
trial estimate by repeatedly drawing sub-sample sets
of p different observations. Our robust pose algorithm
is outlined below:

e Repeat drawing sub-sample sets of p different ob-
servation points in 2D and model points in 3D
correspondingly. This part can be done in a par-
allel way.

e For each sub-sample set, estimate R and T by
the least square pose algorithm using only those
p correspondences, then calculate the error for all
N features, and record the least one. LS pose
algorithm is described below:

— Back project each observed feature point to
the image plane in camera frame {v;}, i =

1,...,p.



— Choose an initial depth {d?} Vi

— Fit two 3D point sets {x;} and {y;} =
{d*v;} by SVD to obtain RF and T* for
the k — th iteration, where {x;} is the model
point set.

— Update {dt} by di+l = REXATOws [y

[vall?

Terminate the iteration when the change of
error falls below a preset threshold.

e Find the sub-sample set of p observations with
the least median error, and identify outliers [15]
based on the estimation from those p points.

¢ Estimate R and T again using LS pose algorithm
without considering outliers.

3.3 Inverse Kinematics

From our motion capturing formulation, the esti-
mation of local finger motion Mry,(f) is approached
by solving inverse kinematics [12], which is one way
to recover the joint angles given some position of 2D
or 3D points on the kinematical chain. The difficulty
of inverse kinematics is that the solution may not be
unique. If we want to capture motion from monocular
image sequences, multiple points on the kinematical
chain in image should be specified. If motion is cap-
tured from multiple cameras, we may only specify fin-
gertips which are the end-effectors of the kinematical
chains, and the 3D locations of these fingertips can be
calculated from multiple cameras. However, the solu-
tion may still not be unique. We have to add a set of
constraints to narrow the search space.

One possible approach to this problem is the
gradient-based method. The drawback of this method
is that the optimization is prone to local minima. An-
other method is the Genetic Algorithm which may
reach the global minimum. We take a GA-based
method in this paper. In our algorithm, a potential
solution, i.e., @ is coded as a binary string with each
joint angle in the kinematical chain described by a bi-
nary code. A fitness value is associated with each po-
tential solution. Solutions with less error have larger
fitness values. A pool of candidate solutions evolves
according to their fitness. A crossover operator and
a mutation operator are designed to apply to two se-
lected individuals to produce descendants. Individuals
with higher fitness values have a greater probability to
be selected for reproduction. After several rounds of
evolution, the individual with the largest fitness value
is taken as the near optimal solution to the inverse
kinematics problem. The solution of the inverse kine-
matics need not be accurate since exact joint angles

are not necessary for hand gestures recognition. So,
we find a near optimal solution with less computa-
tional cost.

4 Experiments

Comparison experiments are given in this section.
The observed feature points in the images include un-
known noise, and the 3D model is “out-of- date”, i.e.,
the set of joint angles 6 of the hand model was es-
timated at a previous time frame so that it does not
correspond to the current image, in which the hand
has performed large local motions with flexion and
abduction of several fingers. A polygon mesh hand
model is driven by the estimated motion parameters
to show the results. The experiments show that the
LS method fails to estimate the motion, while our al-
gorithm works well, see Figure 2 and Figure3. The
thumb is omitted for simplicity.

20/, B

Figure 2: Hand with flexion of several fingers, but all
joint angles of the initial model are at 0 degrees. Im-
age with detected features (left). 2D projection of es-
timated motion, '0’ detected feature, "*’ LMS, ’'x’ LS.
(middle). Recovered hand state using the estimated
parameters by LMS (right).

Figure 3: Hand with abduction of several fingers

5 Conclusion and Future work

A new 3D model-based approach is proposed to
capture articulated human hand motion. Articulated
human hand motion is decoupled to its global motion
and its local finger motion. The global motion is for-
mulated as a pose determination problem, and a ro-
bust pose algorithm based on least median of squares



is developed to accurately estimate the global motion.
The local finger motion is formulated as an inverse
kinematics problem, and an effective genetic-based
method is employed to search a high dimensional space
to get a sub-optimal solution. The motion capturing
algorithm at each time frame is an iterative procedure,
and a convergence theorem is also given in this paper.

Several experiments show that the proposed ap-
proach can effectively estimate articulated hand mo-
tion. Comparison between a LMS-based method and
a LS-based method is given in the paper. If the local
hand motion between two consecutive frames is small,
both algorithms converge. However, when large local
finger motion is present, the LS-based method fails,
but our algorithm can still estimate the global and
local hand motion.

Our work is based on the assumption that all the
fingertips can be reliably detected and tracked. If one
of the fingertips is occluded, our algorithm will fail to
find the joint angles of that finger. It is necessary to
investigate other robust pose determination methods
without accurate feature point correspondences and
even missing feature correspondences. Pose from line
correspondences should also be investigated in future
work. Research on the inverse kinematics problem will
be extended in future work.
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